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This paper deals with the development of an improved gas-kinetic BGK scheme
for inviscid and viscous flow fields. As the first step toward efficient calculation, par-
ticle distribution functions in the general solution of the BGK model are simplified
to the extent that the essential features of the standard gas-kinetic BGK scheme are
not lost. Then, improved schemes are suggested, which overcome difficulties that
may arise in the applications of BGK-type schemes to compressible viscous flow
calculations. A Prandtl number correction method is also developed to allow the
present schemes to work for arbitrary Pr number. For steady state problems, con-
vergence acceleration techniques suitable for the present schemes are developed in
the framework of an implicit time integration. Various numerical experiments rang-
ing from one-dimensional shock tubes to viscous turbulent flows are performed
to demonstrate accuracy, robustness, and other essential features of the present
method. c© 2000 Academic Press

Key Words:gas-kinetic BGK scheme; convergence acceleration; Pr number cor-
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1. INTRODUCTION

Many numerical schemes have been developed to predict compressible inviscid and vis-
cous flows using the abilities of fast computing machines. Designing efficient numerical
schemes possessing a high degree of accuracy and robustness is the central issue in this
field. Although great advances have been achieved toward this goal, none of them seems
to be perfect enough to pass all the numerical tests set by many researchers. Most notable
and successful among them are Godunov-type schemes and flux vector splitting schemes,
in which the wave interactions of the Euler equations are resolved in an upwind man-
ner. As those numerical methods are applied to various aerodynamic problems of speeds
ranging from subsonic to hypersonic, some serious drawbacks have surfaced. The flux
vector splitting schemes usually provide efficient and robust results even in very severe
environments involving strong shocks and vacuum-like flows. However, the ignorance of
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contact discontinuities precludes the accurate calculation of viscous flows, which is hardly
alleviated by higher order spatial interpolation or mesh refinement near a wall. In the family
of Godunov-type schemes, Roe’s FDS (Flux Difference Splitting) scheme [1] has enjoyed
great popularity owing to its accuracy for both compressible inviscid and viscous flows. This
method, by introducing the average state flux Jacobian satisfying the Rankine–Hugoniot
relation, solves exactly the locally linearized Euler equations and can capture a shock within
one computational cell. It was not until Quirk’s extensive catalogue [2] on the pathological
behaviors of Roe’s scheme that issues regarding the robustness of numerical schemes drew
much attention. The transverse shock instability and negative internal energy of Godunov-
type schemes are reported to be the main threats to the computation of high speed flows with
strong shock waves and expansion fans. Remedies for such spurious behaviors generally
lie in modifying wave speeds at the expense of accuracy. Thus, contemporary concern for
the development of numerical schemes is mainly directed toward combining the accuracy
of Godunov-type schemes and the robustness of flux vector splitting schemes.

Besides the numerical schemes stemming from the discretization of the Euler equations,
several gas-kinetic schemes have been developed based on the Boltzmann equation. Pullin
was the first one who developed a finite-volume upwind flux for the Euler equations, called
the EFM (Equilibrium Flux Method) [3]. Reitz also developed a numerical scheme based
on the numerical integration of the Maxwellian distribution [4]. Perthame [5] and Mandal
and Desphande [6] further explored the EFM approach rigorously to derive some useful
properties about positivity and entropy conditions. Since these methods, however, allow
particles to penetrate a cell interface without collisions during unit computational time,
they usually produce a large numerical viscosity and heat conduction, whose merits and
demerits are shared with the flux vector splitting schemes from the Euler equations [7]. As a
way to reduce the numerical dissipation of these methods, Macrossan and Oliver proposed
the EIM (Equilibrium Interface Method), where particle collisions are introduced instan-
taneously in computing a numerical flux at a cell interface [8]. A similar approach with a
different name, the TTT (Totally Thermalized Transport) scheme [9] was also proposed in-
dependently by Xu. These methods can resolve a shock layer or a boundary layer accurately,
but they may yield numerical oscillations in capturing rarefaction waves. More recently,
Moschetta and Pullin proposed a hybrid solver (EFMO) which augments the EFM with
Osher’s approximate Riemann solver for the accurate capturing of contact discontinuity
[10].

One of the distinct approaches to take particle collision effect into consideration in gas
evolution stage can be found in Xu and Prendergast [11, 12] and Xuet al. [13]. In this
method, the collision effect is considered by the BGK model as an approximation of the
collision integral in the Boltzmann equation. It is found that this gas-kinetic BGK scheme
has accuracy superior to flux vector splitting schemes and avoids the anomalies of Godunov-
type schemes. The other desirable characteristics of BGK-type schemes are also discussed
in Refs. [11–13].

The gas-kinetic BGK scheme, however, is not completely free from shortcomings in the
computation of steady inviscid and viscous flows. In the present paper, we notice several
difficulties of the BGK-based scheme which may arise in the computation of compressible
viscous flows and eliminate them by modifying one of its flux components. During this
process, the relation between the BGK numerical flux and other kinetic fluxes such as
the EFM, EIM, or TTT schemes is clarified. Also, an efficient method of Prandtl number
correction is proposed for the proper calculation of thermal conduction effects. In order
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to get a sufficiently converged steady state solution, implicit formulation and a local time
stepping consistent with the BGK-based scheme are proposed. For efficient steady state
calculations, a multigrid method suitable for the proposed schemes is also developed.

This paper is organized as follows. In Section 2, the construction of the standard gas-
kinetic BGK scheme is presented. Referring to a few issues of the derived scheme in com-
pressible viscous calculations, modified gas-kinetic BGK schemes with a Prandtl number
correction are proposed. In addition, temporal discretization and convergence acceleration
techniques are dealt with. In Section 3, we apply the schemes developed in Section 2 to
various numerical tests in order to demonstrate their essential features. Finally, concluding
remarks are made.

2. NUMERICAL METHODS

2.1. Standard Gas-Kinetic BGK Scheme

A standard gas-kinetic BGK scheme [11] [12] begins with the Boltzmann equation and
it is written in two dimensions as

∂ f

∂t
+ u

∂ f

∂x
+ v ∂ f

∂y
= δ f

δt
, (1)

where f is a particle distribution function and the right hand side stands for a collision term.
Bhatnagaret al. [14] suggested a relaxation model as an approximation of the complicated
collision term in Eq. (1), which can be written as

∂ f

∂t
+ u

∂ f

∂x
+ v ∂ f

∂y
= g− f

τ
, (2)

where f is a real particle distribution function andg is an equilibrium particle distribution
function which f approaches through particle collisions within a collision time scaleτ .
Both f andg are functions of space(x, y), time(t), particle velocity(u, v), andξ . ξ is the
K -dimensional vector of internal velocities introduced to conveniently describe the internal
energy and specific heats for a perfect gas. The internal degree of freedomK is connected
to the space dimension and the ratio of specific heats by the relationK + D= 2/(γ − 1). If
the particle distribution functionf is known, under the assumption of hydrodynamic limit,
macroscopic variables such as mass densityρ(x, y, t), momentum densityP(x, y, t), and
total energy densityε(x, y, t) are obtained from the moment relation as

ρ

Px

Py

ε

 =
∫

f9 d4, (3)

whered4= ξ K−1 dξ du dv is an infinitesimal volume element in phase space and9 is the
vector of the following form:

9 =
[
1, u, v,

1

2
(u2+ v2+ ξ2)

]T

. (4)

With the moment relation described in Eq. (3), a physical flux in thex-direction through a
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cell interface during time step1t can be expressed as

Fx =
∫ 1t

0

∫
u f9 d4 dt. (5)

A general solutionf of Eq. (2) at the cell interface(xi+1/2, yj ) is obtained as

f (x, y, t, u, v, ξ) = 1

τ

∫ t

0
g(x′, y′, t, u, v, ξ)e−(t−t ′)/τ dt′ + e−t/τ f0(x − ut, y− vt), (6)

wherex′ = xi+1/2− u(t − t ′) and y′ = yj − v(t − t ′) are particle trajectories andf0 is the
initial non-equilibrium distribution function att = 0. The development of the present nu-
merical flux essentially lies in the reasonable construction of the distribution functionf in
Eq. (6) conforming to the underlying physics. A proper discretization of two distribution
functionsg and f0 was originally proposed by Xuet al. [11] as the form

f0 =
(

gl (1+ al x + bl y), x < 0

gr (1+ ar x + br y), x > 0
, (7a)

g = g0(1+ āx+ b̄y+ Āt), (7b)

wheregl , gr , andg0 are local Maxwellian distributions at the left, right, and middle of a
cell interface, respectively. The distribution functiong is the Taylor series expansion to the
first order of time and space near the middle of the cell interface. Spatial slopesā and b̄
have the following dependency onu, v, andξ :

ā = a1+ a2u+ a3v + a4(u
2+ v2+ ξ2), (8a)

b̄ = b1+ b2u+ b3v + b4(u
2+ v2+ ξ2), (8b)

where all the coefficientsa1−4, b1−4 are considered to be locally constant. The spatial slopes
al , ar , bl , andbr in the function f0 have the similar properties. The determination of these
coefficients will be discussed later. Since the gas-kinetic BGK scheme allows us the flexible
construction of the two functions, the following forms different from Eqs. (7a), (7b) are
suggested:

f0 =
(

gl , x < 0

gr , x > 0
, (9a)

g = g0(1+ āx+ b̄y). (9b)

The spatial slope terms inf0 are discarded to reduce the computational cost and unnecessary
numerical dissipation since they appear as additional diffusive fluxes in the final numerical
flux form, which is undesirable for the design of a BGK-based scheme for viscous flows.
The temporal slope term̄A in g which couples the spatial slopes with the temporal one to
yield the second order temporal accuracy [13, 15] is also neglected in the present approach
for the improvement of convergence characteristics and computational efficiency. Due to
its time evolutionary character,̄A is particularly suitable for unsteady flow computations
but it shows a very slow convergence behavior in steady state calculations, which can be
usually observed in Lax–Wendroff type schemes [13, 15]. Detailed analysis and computed
results will be given later.
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Using the relation between the gas distribution function and the macroscopic variables
in Eq. (3), we get

∫
g∗9 d4 =


ρ∗

P∗x
P∗y
ε∗

 , (10)

where the superscript * denotes the left or right state variables at the cell interface(xi+1/2, yj ).
The Maxwelliang∗ is then given by

g∗ = ρ∗
(
λ∗

π

)(K+2)/2

e−λ
∗[(u−U ∗)2+(v−V∗)2+ξ2], (11)

where the parametersρ∗,U ∗,V∗, andλ∗(=(2RT∗)−1 with gas constantRand temperature
T∗) can be uniquely determined from Eq. (10) as


ρ∗

U ∗

V∗

λ∗

 =


ρ∗

P∗x /ρ
∗

P∗y /ρ
∗

(K+2)ρ∗

4(ε∗−1/2(P∗2x +P∗2y )/ρ∗)

 . (12)

Flow variables on the right hand side of Eq. (12) are obtained from the MUSCL [16]
interpolation for a higher order spatial accuracy as

Ql = Qi, j + s

4

{
(1− k)φ

(
1Qi+1/2, j

1Qi−1/2, j

)
1Qi−1/2, j

+ (1+ k)φ

(
1Qi−1/2, j

1Qi+1/2, j

)
1Qi+1/2, j

}
, (13a)

Qr = Qi+1, j − s

4

{
(1− k)φ

(
1Qi+1/2, j

1Qi+3/2, j

)
1Qi+3/2, j

+ (1+ k)φ

(
1Qi+3/2, j

1Qi+1/2, j

)
1Qi+1/2, j

}
, (13b)

whereQ is a conservative variable and1Qi+1/2, j = Qi+1, j − Qi, j . φ is a limiter function
preventing spurious oscillations in the vicinity of physical discontinuities. Van Leer’s limiter
of the formφ(r )= (r + |r |)/(1+ r ) is employed for all the calculations performed in this
paper. The value ofs= 1 andk=−1 is used to obtain the second order spatial accuracy. On
the other hand, the parameters of the Maxwelliang0 can be determined from the conservation
constraint as ∫

(g− f )9 d4 = 0 for all (x, y) andt. (14)

Since we can locate the cell interface at(xi+1/2, yj )= (0, 0) without loss of generality, the
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conservation constraint att = 0, substituting Eqs. (9a), (9b) into Eq. (14), is expressed as


ρ0

P0x

P0y

ε0

 =


ρl 〈u0〉+ + ρr 〈u0〉−
ρl 〈u1〉+ + ρr 〈u1〉−
ρl 〈v1〉+ + ρr 〈v1〉−

ρl 〈u2+ v2+ ξ2〉+ + ρr 〈u2+ v2+ ξ2〉−

 , (15)

where the following notations are introduced:

〈Qn〉+ = 1

ρl

∫ ∞
0

Qngl d4, 〈Qn〉− = 1

ρr

∫ 0

−∞
Qngr d4. (16)

The quantities with subscript 0 at the cell interface in Eq. (15) are identical to the equilibrium
state proposed to calculate the numerical fluxes in EIM or TTT scheme. With the known
variablesρ0, P0x, P0y, andε0 from Eq. (15), Eq. (12) is used to give the parameters of the
Maxwelliang0, orρ0,U0,V0 andλ0. All the moment calculations involved in the integration
of the Maxwellian in phase space from negative infinity to zero or zero to positive infinity
can be expressed by exponential and error functions. Higher order moments are easily
calculated by recurrence formulas through integration by parts as in Ref. [15]. The spatial
slopeā in g at (xi+1/2, yj )= (0, 0) is calculated from the relation

∫
g0ā9 d4 = 1

1x


ρi+1, j − ρi, j

Pxi+1, j − Pxi, j

Pyi+1, j − Pyi, j

εi+1, j − εi, j

 , (17)

where1x is a distance between the centers of two neighboring cells. Equation (17), after
integration on the left hand side, can be expressed as

1 U0 V0 M1

U0 U2
0 + 1

2λ0
U0V0 M2

V0 U0V0 V2
0 + 1

2λ0
M3

M1 M2 M3 M4




a1

a2

a3

a4

 = 1

1x


ρi+1, j − ρi, j

Pxi+1, j − Pxi, j

Pyi+1, j − Pyi, j

εi+1, j − εi, j

 , (18)

where

M1 = 1

2

(
U2

0 + V2
0 +

K + 2

2λ0

)
, M2 = 1

2

(
U3

0 +U0V2
0 +

(K + 4)U0

2λ0

)
,

M3 = 1

2

(
U3

0 +U2
0 V0+ (K + 4)V0

2λ0

)
,

M4 = 1

2

[(
U2

0 + V2
0

)2+ (K + 4)
(
U2

0 + V2
0

)
λ0

+ (K
2+ 6K + 8)

4λ2
0

]
.

Note that the 4× 4 matrix in Eq. (18) is symmetric and can be efficiently inverted to deter-
mine the spatial slope coefficients. The coefficients related to they-directional spatial slope
b̄ can be obtained in a similar fashion. Since all the parameters and the coefficients of spatial
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slopes have been determined up to this point, the general solution at(xi+1/2, yj )= (0, 0) in
Eq. (6), after substituting Eqs. (9a) and (9b), is written as

f (0, 0, t, u, v, ξ) = (1− e−t/τ
)
g0+ e−t/τ f0(−ut,−vt)

+ (τ(− 1+ e−t/τ
)+ te−t/τ

)
(uā+ vb̄)g0, (19)

which is used to give the time-averaged gas-kinetic BGK numerical flux at the cell interface
in thex-direction as

Fx(Ql ,Qr , τ,1t) = 1

1t

∫ 1t

0

∫
u f (0, 0, t, u, v, ξ)9 d4 dt, (20)

where1t is a computational time step. The numerical flux in they-direction can be calcu-
lated similarly after an appropriate coordinate transformation.

The only unknown variable left in the numerical flux formula of Eq. (20) is the particle
collision time, which plays an important role in the accuracy and robustness of the present
scheme. The collision time can be directly obtained from the relation between collision
time, pressure, and viscosity as

τp = µ. (21)

After non-dimensionalizingτ, p, ρ, andµ by free stream valuesL/a∞, ρ∞a2
∞, ρ∞ and

µ∞, respectively, the collision time can be expressed by

τ̂ = M∞µ̂
Re∞ p̂

, (22)

where a hat denotes non-dimensionalized variables.M∞ and Re∞ are the Mach number
and Reynolds number based on free stream quantities, anda∞ is the free stream speed of
sound. The viscosity is calculated from the Sutherland’s law given by

µ̂ = µ

µ∞
=
(

T

T∞

)3/2 T∞ + S

T + S
, (23)

whereS= 110.4 K andT∞= 285 K. The pressurêp is the equilibrium interface pressure
obtained by ˆρ0/(2λ̂0). Since the shock thickness is the order of the mean free path of
molecules in continuum gas dynamics, another collision term which plays the role of nu-
merical dissipation is necessary in order to capture shock discontinuities without unphysical
oscillations within finite computational cells. Thus the collision time has the form

τ̂ = M∞µ̂
Re∞ p̂

+ C2

√
λ̂0

ρ̂0
| p̂l − p̂r |, (24)

where the coefficientC2 can be empirically determined. For inviscid calculations, the phys-
ical part of the collision time is given byτ = l/v̄ from gas-kinetic theory. The mean free
path, l , can be written as the function of local number densityn and a molecular cross
sectionσ asl ∝ 1/nσ , and the mean thermal speed of molecules ¯v is proportional to the
square root of temperature. Hence, the collision time for inviscid flows can be expressed as

τ̂ = C1

√
λ̂0

ρ̂0
+ C2

√
λ̂0

ρ̂0
| p̂l − p̂r |. (25)
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In this case, both the first and the second part of the collision time is treated purely for
a numerical purpose. The first part is the numerical dissipation in smooth regions while
the second part is to capture shock discontinuities. The coefficientC1 is also empirically
determined. The value ofC1 is fixed as 5× 10−5 in all numerical calculations performed in
this paper, andC2 is 1× 10−4 except for the cases denoted specifically. Solution accuracy,
however, is not so sensitive to the variation ofC2, as will be demonstrated in later section.
However, we still believe that the present choice of the collision time is not optimal, and
further research on this subject is necessary.

The numerical flux of the present method at the cell interface, after Eq. (19) is substituted
into Eq. (20), takes the form

Fi+1/2, j =
(
1− τ(1− e−1t/τ

)
/1t

)
FI + τ(1− e−1t/τ

)
/1tFII + τ((2τ −1t)

− (1t + 2τ)e−1t/τ
)
/1tFIII , (26)

where

FI = FEIM or TTT =


ρ0U0

ρ0
(
U2

0 + 1/(2λ0)
)

ρ0U0V0

ρ0
(
U3

0 +U0V2
0 + 2U0/λ0+ K (K + 2)U0/

(
4λ2

0

)) = ρ0U0H0

,
(27)

FII = FEFM = F+l + F−r =


M+l ρl al

M+l ρl al Ul + P+l ρl/(2λl )

M+l ρl al Vl

M+l ρl al Hl − ρl al

8αλl
√
π

exp
(−α2M2

l

)



+


M−r ρr ar

M−r ρr ar Ur + P−r ρr /(2λr )

M+r ρr ar Vr

M−r ρr ar Hr + ρr ar

8αλr
√
π

exp
(−α2M2

r

)

, (28)

and

FIII =
∫

u(uā+ vb̄)g09 d4. (29)

Here,M± =± exp(−α2M2)

2α
√
π
+M erfc(∓αM)

2 , P± = erfc(∓αM)
2 , andα=√γ /2. For a general two-

dimensional mesh,M is the Mach number normal to the cell interface, and (U∗,V∗) are
the velocity components in the direction normal and tangential to the cell interface.a is
the speed of sound andH is the total enthalpy. The explicit form ofFIII is described in
Appendix. It can be observed from Eq. (26) that the present flux, through the non-linear
coupling by the particle collision time, is composed of the contributions from three fluxes.
The numerical fluxFI is the EIM [8] or TTT [9] flux whose numerical dissipation is quite
small, andFII is the EFM flux [3] derived from the collisionless Boltzmann equation.
From the fact that the BGK model produces the Navier–Stokes terms by the first order
perturbation from an equilibrium state, and Eq. (9b), we can see that the last fluxFIII
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accounts for the physical viscosity and heat conduction effects in case of viscous flows.
Thus the fluxFIII is not essential in inviscid flows. The role of the spatial slopes as the
physical dissipation in case of simple advection equations can be seen more clearly in
Refs. [12, 13, 15]. From Eq. (26), it can be noted that in smooth region of the flow field
where the collision time is small compared to the computational time step1t , the influence
of the fluxFI becomes dominant due to the increase of (1− τ(1− e−1t/τ )/1t). On the other
hand, the role of the fluxFEFM becomes significant near shock discontinuities because the
increase of the collision time makesτ(1− e−1t/τ )/1t large. For inviscid flows where the
collision time is theoretically zero,Fi+1/2, j of Eq. (26) should becomeFI . The fluxFI alone,
however, has difficulties in treating strong shock waves and expansion region as pointed out
by Macrossan and Oliver [8] and Xu [9]. Thus the collision time has a non-zero small value
even in smooth region and increases at shock discontinuities as in Eq. (25). The adjustment
of the collision time according to flow characteristics couples the two flux terms,FI and
FEFM suitably. This coupling mechanism is ascribed to the particle collision effect through
the BGK model, which provides advantages overFI or FEFM alone in the computation of
inviscid flows.

In viscous calculations, numerical dissipation from the convective fluxes, i.e.,FI and
FEFM, should satisfy the constraint that it does not influence the physical dissipation. As
will be shown in Section 3, however, a direct application of Eq. (26) to viscous calculations
shows a noticeable deviation from experimental data and the results of other schemes due
to the excessive numerical dissipation ofFEFM. As presented in the following section,
this problem can be overcome not by changing the coupling mechanism built in the BGK
numerical flux but by improving the flux componentFEFM suitable for viscous flows.

2.2. Gas-Kinetic Numerical Schemes for the Navier–Stokes Equations

In computing inviscid flows where computational mesh is not highly stretched and a
boundary layer does not need to be resolved, the coupling mechanism between the fluxFI

andFEFM provides adequate numerical dissipation to capture the inviscid flow physics. Some
difficulties, however, may arise in viscous calculations against our anticipation that the flux
FEFM would be influential only near shock discontinuities. Wherever the computational time
step is small enough to be a similar order of the collision time, such as in the boundary layer
with highly stretched cells, a close examination of Eq. (26) reveals that the portion of the flux
FEFM is still large even in smooth flow region, hindering the fluxFi+1/2, j from capturing the
contact discontinuity exactly and hence computing viscous flows. The excessive numerical
dissipation from the fluxFEFM directly influences the sensitive physical dissipation. The
flux FI alone should be good enough to resolve a boundary layer but it cannot treat complex
flows involving the interaction between shock waves (or expansion fans) and boundary
layers. In order to overcome such difficulties, we consider the following two approaches.

Scheme 1. Following the approach taken by Moschetta and Pullin’s EFMO scheme [10],
we try to improve the fluxFEFM by considering the Osher’s linear subpath solution as

FEFM
mod = FEFMO = F+l + F−r +

{
−F−(Q2)+ F−(Q1), u > 0

F+(Q2)− F+(Q1), u < 0,
(30)

whereu denotes a common value of the normal velocity component at a cell interface and
the subscripts 1 and 2 indicate intermediate states in Osher’s scheme. We shall refer to the
resulting scheme, i.e.,FEFMO together with the fluxesFI andFIII , as Scheme 1.FEFMO flux
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enables us to resolve the contact discontinuity exactly without deteriorating its shock cap-
turing capability. However, it needs extra computational time compared to the fluxFEFM and
turns out to have some problems in resolving thermal boundary layer near a wall. This will
be shown in the calculation of velocity and temperature profiles on a flat plate in Section 3.
In addition, it turns out that this form of flux shows the transverse shock instability usually
observed in Godunov-type schemes [2]. Thus we suggest Scheme 2 to remedy the problems.

Scheme 2. It is clearly seen from the mass flux ofFEFM that when convection velocity
is very small, as around a stagnation point or near a wall, the mass flux does not vanish and
its numerical dissipation amounts to(ρr ar − ρl al )/2α

√
π , which is larger than that of van

Leer’s flux vector splitting scheme. In order to cure the problem by making the flux vanish
near a wall, we modify theFEFM to have the form

FEFM
mod =


M+l a1/2ρl

M+l a1/2ρl Ul + P+l ρl/(2λl )

M+l a1/2ρl Vl

M+l a1/2ρl Hl

+


M−r a1/2 pw(ρl , ρr )

M−r a1/2 pw(ρl Ul , ρr Ur )+ P−r ρr /(2λr )

M−r a1/2 pw(ρl Vl , ρr Vr )

M−r a1/2Hl pw(ρl , ρr )


if (M+l + M−r ) > 0,

or 
M+l a1/2 pw(ρr , ρl )

M+l a1/2 pw(ρr Ur , ρl Ul )+ P+l ρl/(2λl )

M+l a1/2 pw(ρr Vr , ρl Vl )

M+l a1/2Hr pw(ρr , ρl )

+


M−r a1/2ρr

M−r a1/2ρr Ur + P−r ρr /(2λr )

M−r a1/2ρr Vr

M−r a1/2ρr Hr


if (M+l + M−r ) < 0,

with

pw(x, y) = (1− w)x + wy, w = 1−min

(
pl

pr
,

pr

pl

)3

. (31)

Here, the common speed of sounda1/2 is given by the simple arithmetic average of
(al +ar )/2. Both Ml and Mr , necessary for evaluatingM± in Eq. (31), are redefined
as Ml = ul/a1/2 and Mr = ur /a1/2. The modification ofFEFM by introducing a common
speed of sounda1/2 at the cell interface is equivalent to the reflection of particle collisions
at macroscopic level. Note that by ignoring the two termsρl al exp(−α2M2

l )/8αλl
√
π and

ρr ar exp(−α2M2
r )/8αλr

√
π of Eq. (28) in Eq. (31), the fluxFEFM

mod together with the flux
FI conserves the total enthalpy. The pressure-based weighting functionpw(x, y) [26] in-
troduced to prevent the postshock overshootings usually shown in AUSM+ scheme [18] is
adopted here. In order to see the effect of the weighting function, the behavior of the mass
flux of FEFM

mod is examined. When(M+l +M−r ) > 0, the mass flux becomes

FEFM
1mod= M+l a1/2ρl + M−r a1/2 pw(ρl , ρr ). (32)

In smooth region wherepl andpr are nearly the same, the weighting functionpwbecomes
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ρl . Thus the mass flux takes the following form:

FEFM
1mod= M+l a1/2ρl + M−r a1/2ρl = (M+l + M−r )a1/2ρl . (33)

However, in the shock region wherepl ¿ pr , for example, the weighting function gives a
value nearρr . Thus the mass flux becomes quite similar to that of the original EFM as

FEFM
1mod= M+l a1/2ρl + M−r a1/2ρr , (34)

where both properties before and after the shock are taken into account. The present modified
flux FEFM

mod seems to be similar, in smooth regions, to the AUSM+ scheme but one of its
spurious behaviors, i.e., small oscillations adjacent to a wall, does not appear, owing to the
fact that the fluxFI still acts near a wall. We shall refer toFEFM

mod along withFI andFIII as
Scheme 2. In addition, we assume the coefficient ofFIII in Eq. (29) to be−τ under the
hydrodynamic limit, i.e.,τ¿1t for both Scheme 1 and Scheme 2.

Prandtl Number Correction Method.Modification to the fluxFIII is needed in order to
make the present scheme work for arbitrary Pr number, since the Chapman–Enskog expan-
sion of the BGK relaxation model inherently gives Pr= 1 [19]. A Prandtl number correction
can be made by observing that the part yielding viscous diffusion and heat conduction effects
is theO(τ ) term in the BGK model [15]. From Eq. (19),τ(uā+ vb̄)g0 accounts for viscous
and heat conduction fluxes, which are equivalent toFIII in Eq. (26). Thus viscous stresses in
thex- andy-directions and the energy diffusion correspond toFIII

2 =
∫

u(uā+ vb̄)g092 d4,
FIII

3 =
∫

u(uā+ vb̄)g093 d4, andFIII
4 =

∫
u(uā+ vb̄)g094 d4, respectively. Thus the cor-

rect heat conduction would be

−∇ · q = 1

Pr

(
FIII

4 −U0FIII
2 − V0FIII

3

)
. (35)

This leads to the following modified energy flux as

FIII
4mod=

1

Pr
FIII

4 +
(

1− 1

Pr

)(
U0FIII

2 + V0FIII
3

)
, (36)

where the subscriptn denotes thenth component of the corresponding vector. The extra
computational time for the present Pr number correction is nearly negligible because the
moments required for Eq. (36) are already obtained during the calculation of the fluxFIII .

2.3. Efficient Time Integration Methods for Steady Flows

As seen from Eq. (26), the present numerical flux is not only a function of flow variables
at both sides of the cell interface but that of the collision time and computational time step,
which might handicap the convergence to a steady state. Direct application of local time
stepping to Eq. (26) leads to physically wrong solutions because of the imbalance of fluxes
throughout a cell. In order to overcome this problem by deriving a time-independent flux,
Xu et al. [13] ignored all the slope terms in the distribution functionsf0 andg as

f0 =
(

gl , x < 0

gr , x > 0
, (37a)

g = g0. (37b)
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Substituting Eqs. (37a), (37b) into Eq. (6), the solution off at the cell interface is

f = g0+ e−t/τ ( f0− g0), (38)

wheree−t/τ was replaced by a small parameterε which was designed empirically to be-
come large near shock discontinuities. The numerical flux from these distribution functions
with Runge–Kutta time stepping and multigrid method was applied to inviscid airfoil cal-
culations. However, the viscous flux from the Navier–Stokes equations should be added
explicitly for viscous calculations, since this method disregards the spatial slope terms in
the distribution functiong. Also, the effect of the numerical dissipation in Eq. (38) on the
physical dissipation has to be resolved.

The present time integration, while keeping the spatial slope terms in Eq. (9b) to simulate
viscous effects, is performed as (for the sake of brevity formulation in one-dimensional case
is given)

Qn+1
i = Qn

i −
1t

1x

{
Fi+1/2(Qi+1,Qi , τ,1t)− Fi−1/2(Qi ,Qi−1, τ,1t)

}
, (39)

whereF is the numerical flux in thex-direction. In order to implement local time stepping,
Eq. (39) is changed into

Qn+1
i = Qn

i −
1tl
1x

{
Fi+1/2(Qi+1,Qi , τ,1tn)− Fi−1/2(Qi ,Qi−1, τ,1tn)

}
, (40)

where1tn is a flux averaging time step and1tl is a local time step satisfying the CFL
condition as

1tl = CFL
1x

|u| + a
. (41)

This form of the time integration guarantees the flux balance throughout a cell. The flux
averaging time step1tn used for all steady calculations in this paper is given by

1tn = min(1tl )

2CFL
, (42)

where min(1tl ) takes the minimum value among the local time step1tl s. The reason for
this specific averaging is that this will make solution accuracy equal to that of the Euler
forward time integration by the minimum time step with CFL= 0.5. In viscous calculations,
a time step restriction due to diffusion effects is also taken into account in Eq. (41) as in
Ref. [20].

For the time integration of steady state problems, Euler backward implicit integration is
thought to be preferable to multi-stage Runge–Kutta method, since the method evaluates
residuals only once per iteration and allows a larger time step. Applying Newton type
linearization to the present flux,

Fn+1 = F(Qn+1) = Fn +1F+ O(1t2) = Fn +
(
∂F
∂Q

)
(Qn+1−Qn)+ O(1t2), (43)

where the flux averaging time step in the numerical flux is assumed to be constant. A
standard1-form with the above linearization is expressed by(

I/1tl + ∂

∂x

(
∂Fx

∂Q

))
1Q = −R, (44)
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whereI is an identity matrix andR denotes a residual vector, or the summation of all fluxes
throughout a cell. In evaluating the flux Jacobian∂F/∂Q in Eq. (44), only the contribution
of FEFM out of the total numerical fluxFi+1/2, j is considered to reduce the computing time.
After this approximate linearization, flux Jacobians are discretized in an upwind manner as(

I/1tl + 1

1x
(δ−x A+ + δ+x A−)

)
1Q = −R (45)

with

A+ = ∂F+l
∂Ql
= ∂

∂Ql

∫ ∞
0

ugl9 d4, A− = ∂F+r
∂Qr
= ∂

∂Qr

∫ 0

−∞
ugr9 d4,

where δ±x denote the forward and backward difference in thex-direction. In the two-
dimensional case, the left hand side is efficiently inverted by the ADI (Alternating Di-
rection Implicit) method. In an effort to reduce the computational cost of the evaluation of
the present flux Jacobian, the Jacobian from van Leer’s flux [17] was tested regardless of
the flux on the right hand side of Eq. (45). However, it only gave about one-third of the
stable time step of the present flux Jacobian in a few airfoil test cases.

In order to accelerate the convergence to a steady state, a multigrid procedure is im-
plemented into the present implicit time integration. We follow the multigrid procedure
in Ref. [21]. Denoting a mesh level by subscript, the flow variables of the fine mesh are
restricted to the coarse mesh by area weighting as

Q(0)
2h =

∑
ShQh/S2h, (46)

whereSh is the cell area of the fine mesh andS2h is the sum of the area over four cells in
the fine mesh. Then the solutions on the coarse mesh are updated as follows.

(1) Calculate corrections, and update solutions on the fine mesh.
(2) Restrict the flow variables to the coarse mesh.
(3) Collect the residual over the four cells of the fine mesh, and calculate a forcing

function to get the residual on the coarse mesh as

R∗2h = R2h(Q2h)+
∑

Rh(Qh)− R2h
(
Q(0)

2h

)
. (47)

(4) Calculate corrections and update solutions on the coarse mesh. The residual for the
next coarser mesh is calculated similarly as

R∗4h = R4h(Q4h)+
∑

R∗2h − R4h
(
Q(0)

4h

)
. (48)

The procedure is repeated down to the coarsest mesh and finally sends corrections back
to the fine mesh by bilinear interpolation. One of the important requirements for an effi-
cient multigrid procedure is that the time integration method should effectively damp out
high frequency errors. Since we do not optimize the time integration of Eq. (45) to serve
this purpose, more research may be needed here for a better convergence characteristics.
Nevertheless, there is quite an improvement over a single grid calculation in steady state
problems, as will be shown in numerous tests in the following section. In this paper, the
V-cycle is adopted for all calculations.
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3. NUMERICAL RESULTS

In this section, we demonstrate the capability of the present schemes with carefully se-
lected test cases ranging from one-dimensional shock tube problems to viscous turbulent
flows around airfoils with a two-equation turbulence model. In one-dimensional calcula-
tions, the spatial slope term for they-direction in Eq. (9b) is, of course, not considered.
The computational time is advanced with the Euler forward method for unsteady problems.
Since there is no noticeable difference between Scheme 1 and Scheme 2 in terms of solu-
tion accuracy and convergence characteristics except for the thermal boundary layer and
transverse shock instability test problems, we apply Scheme 2 in most of the test cases. For
inviscid calculations, Scheme 2 is used in order to show that the present modification works
consistently for inviscid flow fields as well as for viscous flows.

Case 1. Various one-dimensional shock tube problems are solved here to confirm the
accuracy and robustness of Scheme 2, and results are compared with those of Roe’s FDS
scheme. The result of the classical Sod test with 100 cells is shown in Fig. 1. A shock wave
and a contact discontinuity are captured with the comparable accuracy of Roe’s scheme, and
both corners of the rarefraction wave are resolved more sharply with the current method.

The next test case is quite similar to the previous one, but with special initial conditions
given asρl = 3, ul = 0.9, pl = 3 andρr = 1, ur = 0.9, pr = 1, a sonic point exists along a
rarefraction wave. Thus, Roe’s scheme without an entropy fix shows an entropy-violating
solution. The present method, however, prevents the formation of an expansion shock as in
Fig. 2 confirming that the present scheme satisfies the entropy condition.

The results of complicated interactions from two blast waves with 400 cells are shown in
Fig. 3. It is also evident in this test case that noticeable difference is not observed between
the present and Roe’s scheme with regard to solution accuracy.

With the introduction of the pressure-based weighting function in Eq. (31), a postshock
overshooting is much suppressed, as shown in a head-on shock collision test case with the
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FIG. 1. Sod test case.
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FIG. 2. Sod test case with a sonic point in expansion waves.

initial conditions ofMl =−Mr = 25 in Fig. 4. The temperature glitch at the symmetry line
is observed like other classical upwind schemes, but weaker than that of Roe’ scheme.

A supersonic expansion test [22] with the initial conditions ofρl = 1,ul =−2,εl = 3 and
ρr = 1, ur = 2, εr = 3 is solved to see whether or not Scheme 2 preserves the positivity of
density and energy. Many Godunov-type schemes including Roe’s scheme may fail in this
test problem, of which cure generally lies in the modification of wave speeds at the expense
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FIG. 3. Woodward–Collela blasting wave test case.
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FIG. 4. Colliding flows with Ml =−Mr = 25.

of accuracy. But Scheme 2 faces no difficulty in near vacuum flows as shown in Fig. 5, and
Scheme 1 also survives this test case.

Case 2.Inviscid steady state transonic flow calculations for the RAE2822 and NACA0012
airfoils are presented with Scheme 2. The implicit time integration method with the local
time stepping and four-level multigrid developed in Section 2.3 is applied on an O-type
mesh with 160 circumferential and 32 radial cells. A typical O-type mesh is shown in
Fig. 6. The Cp distribution of the RAE2822 airfoil atM = 0.75,α= 3◦, and theL2 norm
error of density are shown in Fig. 7. Advantages of the present scheme over the EFM scheme
based on the collisionless Boltzmann equation can be seen. The present scheme captures
a shock within one interior cell, while the EFM within two or three cells. The multigrid
method relieves computational burden significantly, considering the overhead of four-level
multigrid is about 50% of the single grid computation. The error history of the Euler for-
ward time integration in Eq. (39) without any convergence acceleration method is shown
for comparison. Figure 8 shows the Cp distribution and error history of the NACA0012 air-
foil at M = 0.8,α= 1.25◦. A shock is captured in two interior cells and the computational
time is effectively reduced by the multigrid method. Next, we demonstrate the accuracy
sensitivity with respect to the variation of the coefficientC2 in Eq. (25). Figure 9 shows
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FIG. 5. Supersonic expansion test case withρl = 1, ul =−2, εl = 3 andρr = 1, ur = 2, εr = 3.



AN IMPROVED GAS-KINETIC BGK SCHEME 17

FIG. 6. Typical O-type mesh around an airfoil.

Cp distributions withC2= 0.0001, 0.01, and 1.0, from which we can confirm that although
C2 varies by four orders of magnitude, the shock is captured within one or two cells. As
expected from the form of the collision time in Eq. (25), Cp distributions nearly match each
other in the smooth region. All these results reveal that the present method captures shock
waves within one or two interior cells, and provides a good accuracy and efficiency for
transonic flows.

Case 3. This test case is taken from the paper by Quirk [2]. A strong shock wave
propagates on the long two-dimensional duct mesh with perturbed center lines. Figure 10
shows the Mach number contours of Roe’s FDS, Scheme 1, and Scheme 2 withC2= 0.01.
After 5000 iterations, Roe’s FDS shows the so-called carbuncle in which the shock structure
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FIG. 7. Cp distribution and error history of RAE2822 airfoil atM = 0.75, α= 3◦ with CL = 1.0973,
CD = 0.0463.
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FIG. 8. Cp distribution and error history of NACA0012 airfoil atM = 0.8, α= 1.25◦ with CL = 0.3538,
CD = 0.0229 (Scheme 2).

is completely destroyed. Scheme 2 cleanly captures the shock. According to the linearized
analysis by Gressieret al. [27], the EIM scheme (or equivalently the TTT scheme) is
marginally stable with regard to the disturbance. In the current test case, perturbations do
not seem to grow with time due to the influence of the fluxFEFM

mod near the shock. Symptom of
transverse shock instability may be induced with a smaller value ofC2 due to the dominance
of the fluxFI , but not as severely as Roe’s scheme. On the other hand, Scheme 1 also exhibits
the carbuncle phenomenon as Roe’s scheme owing to its resemblance with Godunov-type
schemes.

Case 4. It is well known that Godunov-type schemes show a kinked Mach stem in the
double Mach reflection problem. Gressieret al. [27] have shown that even the AUSM+
scheme on a refined mesh can suffer from the kinked Mach stem, too. The test is set up by
30◦ ramp and a moving shock atMs= 5.5. In Fig. 11, the density contours of Scheme 2
with C2= 0.01, the AUSM+ scheme, and the AUSM+ scheme with the pressure-based
weighting function as in Eq. (31) are shown on a 400× 400 mesh. The results are obtained
with the first order spatial accuracy. The kink is about to develop in the AUSM+ scheme at the
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FIG. 9. Sensitivity of Cp distribution according to the variation ofC2 (Scheme 2).
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Roe

Scheme 2

Scheme 1

FIG. 10. Mach number contours of even–odd perturbed grid problem with 100 contour levels.

principal Mach stem while the present scheme and AUSM+ scheme with the pressure-based
weighting function do not show such behavior. Inferring from these results, the pressure-
based weighting function in Eq. (31) seems to prevent or, at least, delay the formation of
the kinked Mach stem.

Case 5. A boundary layer on a flat plate atM = 0.2 and Re= 104 is calculated. A
rectangular mesh system with 81× 33 cells is generated to maintain nearly the same number
of points in the boundary layer along the plate. In Fig. 12, non-dimensionalizedx and y
velocity profiles are shown atx/L = 0.3, 0.6, 0.8, and compared with the Blasius profiles. A
good agreement and convergence acceleration are achieved with Scheme 1 and Scheme 2.
However, the numerical flux of Eq. (26) without modifications to the fluxFEFM cannot
accurately predict the boundary layer for the reasons discussed in Section 2.2. Also, the
boundary layer calculation carried out with the flux fromg only as in Ref. [13] is believed to
be difficult to compute viscous flows with shock waves. On the other hand, both Scheme 1
and Scheme 2 are able to capture shock waves as well as contact discontinuities important
for viscous calculations. With the same free stream conditions and mesh distribution, a
thermal boundary layer with adiabatic wall boundary condition at various Pr numbers is
calculated. The Pr number correction is implemented into Scheme 1 and Scheme 2. As
shown in Fig. 13, the temperature distribution with Scheme 1 is overpredicted near a wall,
contrary to the authors’ argument [10] that the physical viscosity would damp out the
temperature glitch near the wall in viscous flows. The reason is not yet clearly explained,
but refined mesh close to the wall mitigates the discrepancy. Scheme 2, however, shows
good agreements with exact solutions at various Pr numbers.

Case 6. This test case is two-dimensional laminar flows characterized by an oblique
shock with an incident angle of 32.6◦ upon a flat plate causing a boundary layer to separate
and reattach around the shock impinging region. The complicated phenomenon provides a
good test of validating a scheme before a turbulence model is implemented. Computational

FIG. 11. Density contours of double Mach reflection on 400× 400 mesh (left: Scheme 2, center: AUSM+,
right: AUSM+ with pressure-based weighting function in Eq. (31)).
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FIG. 14. Skin friction coefficient and error history of shock–boundary layer interaction problem atM = 2.0,
Re= 2.96× 105.

results are obtained atM = 2.0, Re= 2.96× 105 on 105× 65 mesh and compared with the
experimental results of Degrez [23]. In Fig. 14, skin friction coefficients from Scheme 1
and Scheme 2 are compared with the results of Roe’s scheme on the same mesh and
on the finer mesh of 257× 129 cells, indicating that the overall accuracy of the present
schemes is quite acceptable. It also shows that the current schemes are adequate for viscous
flows, while the original BGK scheme yields a large deviation from other results. A careful
examination of pressure contours in Fig. 15 reveals that Scheme 2 captures the shock more
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FIG. 16. Cp distribution and error history atM = 0.73,α= 2.79◦ and Re= 6.5× 106 with the Baldwin–Lomax
turbulence model,CL = 0.8714,CD = 0.0195.

sharply than Roe’s scheme, and does not exhibit spurious oscillations near a wall that can be
observed in AUSM+ scheme. An efficient reduction of the computational cost is achieved
through multigrid technique, as shown in Fig. 14. As mentioned earlier, there seems to be
no noticeable difference between Scheme 1 and Scheme 2 in terms of solution accuracy
and convergence characteristics.

Case 7. The last test case is concerned with viscous turbulent flows around the RAE2822
airfoil at transonic regime. In order to incorporate turbulence effect into the current schemes,

FIG. 17. Cp distribution of RAE2822 airfoil atM = 0.75,α= 2.79◦ and Re= 6.2× 106 with thek−ω SST
model,CL = 0.7641,CD = 0.0253.
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TABLE I

Computational Cost of Proposed Schemes

Roe’s FDS+ Original BGK scheme from
viscous flux Eqs. (7a), (7b)without Ā Scheme 1 Scheme 2

1 1.29 1.84 1.33

the collision time in Eq. (24) is changed accordingly as

τ̂ = M∞(µ̂+ µ̂t )

Re∞ p̂
+ C2

√
λ̂0

ρ̂0
| p̂l − p̂r |, (49)

whereµ̂t is the eddy viscosity obtained from an appropriate turbulence model depending
on the physical situation of flow fields. Figure 16 shows Cp distribution and error history
on 241× 48 C-type mesh atM = 0.73,α= 2.79◦, and Re= 6.5× 106 corresponding to the
experimental Case 9 in Ref. [24]. The Baldwin–Lomax turbulence model is used. Differ-
ences between Scheme 2 and Roe’s scheme are hardly noticeable. For the Case 10 where
the Baldwin–Lomax turbulence model usually fails to predict the correct shock position,
the two equationk−ω SST turbulence model by Menter [25] is adopted. Figure 17 shows a
fairly accurate Cp distribution compared with the experimental results. Free stream condi-
tions for the computation areM = 0.75,α= 2.79◦ and Re= 6.2× 106. In both calculations,
the flow is assumed to be fully turbulent without any transition near the leading edge. As
can be seen from the computed results, the present scheme works well with any turbulence
model.

Finally, the computational efficiency of the proposed schemes is presented. Due to many
moments calculations including error functions, the flux componentFIII takes a relatively
large computing time. In order for a fair comparison, however, the current schemes are
compared with other ones for viscous calculations. Table I shows the relative computational
cost of several schemes for the Navier–Stokes computations with the second order spatial
accuracy and one-step explicit time integration. Note that, unlike the original BGK scheme
by Xu [11], the temporal slopēA is not included in the present comparison, which reduces the
computational time substantially. If̄A is included, the required computing time is noticeably
larger than that of Scheme 2. The computational costs of Scheme 1 and Scheme 2 are more
expensive than Roe’s FDS scheme with viscous flux. Considering the various desirable
properties especially for Scheme 2, however, the computational burden is compensated.
We believe that there is still a room for a speed-up of the present schemes if a faster
algorithm for the evaluation of error functions is used. In the present paper, the routine in
SPECFUN package available atwww.netlib.org is used, which applies the Chebyshev
approximation.

4. CONCLUDING REMARKS

From the Boltzmann equation with the BGK approximation, an improved gas-kinetic
BGK scheme suitable for compressible inviscid and viscous flows is developed. The original
BGK numerical flux for viscous flows is turned out to be a non-linear coupling among
Pullin’s EFM [3], EIM by Macrossan and Oliver [8] (or equivalently TTT by Xu [9]) and
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viscous flux, where the coupling mechanism is governed by the BGK model. In order to
guarantee the accurate resolution of viscous and thermal boundary layer involving shock
waves, one component of the BGK numerical flux, i.e., the EFM flux, is modified, and an
efficient method for the Prandtl number correction is developed. For efficient steady state
calculations, convergence acceleration methods such as local time stepping and multigrid
techniques consistent with the present implicit formulation are developed.

Although there is still a room to improve the computational efficiency and optimal for-
mulation of the collision time of the proposed schemes, numerous computational tests
performed in this paper show that the present schemes are able to solve a wide range of
aerodynamic problems accurately without sacrificing the robustness of the original BGK
scheme. Especially, Scheme 2, keeping a high level of accuracy comparable to Godunov-
type schemes, is considered to possess many desirable properties that cannot be found in
other well known schemes.

APPENDIX

The form of the fluxFIII in Eq. (29) with the Prandtl number correction of Eq. (36)
is explicitly presented. Before writing out the flux, the formula for the evaluation of the
Maxwellian distribution with the limits of(−∞,∞) is given. After the definition for the
moments of the Maxwelliang0 with respect toq is introduced as

〈q〉 =
∫

q
g0

ρ
d4, (50)

the moments ofξ appearing in the evaluation of distribution functions are given by

〈ξ2〉 = K

2λ0
, 〈ξ4〉 = K (K + 2)

4λ2
0

(51)

and

〈u0〉 = 1, 〈u1〉 = U0,

〈un+2〉 = U0〈un+1〉 + n+ 1

2λ0
〈un〉. (52)

The same formula can be applied to the moment of the Maxwellian distribution function
with respect tov by replacingU0 with V0 in Eq. (52), and

〈ulvmξn〉 = 〈ul〉〈vm〉〈ξn〉. (53)

Then, the fluxFIII can be expressed as

FIII
1 =

∫
u(uā+ vb̄)g0 d4 = ρ0

(
a1〈u2〉 + a2〈u3〉 + a3〈u2v〉 + a4〈u4+ u2v2+ u2ξ2〉

+ b1〈uv〉 + b2〈u2v〉 + b3〈uv2〉 + b4〈u3v + uv3+ uvξ2〉), (53a)

FIII
2 =

∫
u(uā+ vb̄)ug0 d4 = ρ0

(
a1〈u3〉 + a2〈u4〉 + a3〈u3v〉 + a4〈u5+ u3v2+ u3ξ2〉

+ b1〈u2v〉 + b2〈u3v〉 + b3〈u2v2〉 + b4〈u4v + u2v3+ u2vξ2〉), (53b)
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FIII
3 =

∫
u(uā+ vb̄)vg0 d4 = ρ0

(
a1〈u2v〉 + a2〈u3v〉 + a3〈u2v2〉

+a4〈u4v + u2v3+ u2vξ2〉 + b1〈uv2〉 + b2〈u2v2〉 + b3〈uv3〉
+ b4〈u3v2+ uv4+ uv2ξ2〉), (53c)

FIII
4 =

∫
u(uā+ vb̄)

1

2
(u2+ v2+ ξ2)g0 d4 = 1

2
ρ0
(
a1〈u4+ u2v2+ u2ξ2〉

+a2〈u5+ u3v2+ u3ξ2〉 + a3〈u4v + u2v3+ u2vξ2〉 + a4〈u6+ u2(v4+ ξ4)

+ 2u4v2+ 2ξ2(u4+ u2v2)〉 + b1〈u3v + uv3+ uvξ2〉 + b2〈u4v + u2v3+ u2vξ2〉
+ b3〈u3v2+ uv4+ u3v2ξ2〉 + b4〈u5v + uv(v4+ ξ4)+ 2u3v3

+ 2vξ2(u4+ u2v2)〉). (53d)

In actual coding, Eqs. (53a)–(53d) can be efficiently implemented since the moments such
as 〈u0–3〉, 〈v0–2〉, and〈ξ2〉 are already obtained during the calculation of the fluxFI in
Eq. (27), and there are many common factors. Applying the Prandtl number correction, the
correctedFIII

4 can be expressed as

FIII
4 mod= FIII

4 /Pr+ (〈u〉FIII
2 + 〈v〉FIII

3

)
(1− 1/Pr). (54)
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